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Introduction

• Traditionally only a small number of strong features were 
used to represent relevance and to rank documents.

• In recent years, with the development of the supervised 
learning algorithms like Ranking SVM and RankNet, it 
becomes possible to incorporate more features (strong 
or weak) into ranking models.

• Feature selection can help enhance accuracy in many 
machine learning problems.

• Feature selection can also help improve the efficiency of 
training.



Feature selection method

• Suppose the goal is to select                       features  from 
the entire feature set                         .

• Assign an importance score to each feature.
– MAP
– NDCG
– Loss function

• Similarity between features
– Kendall’s 
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Optimization formulation

• Maximize the total important scores and minimize the total similarity 
scores.

• We take a common approach in optimization and convert multi-
objective programming to single-objective programming using linear
combination.
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Solution to optimization problem

• Greedy search
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Solution to optimization problem
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Experiment 

• Datasets
– .gov data

• used in the topic distillation task of Web track of TREC 2004
• There are in total 1,053,110 documents and 75 queries with 

binary relevance judgments in the dataset.
• used the BM25 model to retrieve the top 1000 documents for 

each query.
• extracted 44 features for each document

– features like document length, term frequency, inverse 
document frequency, BM25, language model features, 
PageRank, and HITS, and newly-proposed features, 
such as HostRank and relevance propagation.



Experiment

• Datasets
– OHSUMED data

• used in many experiments in information retrieval, including 
the TREC-9 filtering track.

• Bibliographical document collection.
• There are in total 16,140 query-document pairs upon which 

three levels of relevance judgments are made: “definitely 
relevant”, “possibly relevant”, and “not relevant”.

• extracted in total 26 features from each document.

.gov OHSUMED
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Evaluation measure

• MAP
– Mean average precision
– It is assumed that there are two types of documents: positive and 

negative (relevant and irrelevant).

– the OHSUMED dataset has three types of labels. We define 
“definitely relevant” as positive and the other two as negative 
when calculating MAP.
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Evaluation measure

• NDCG
– Normalized discount cumulative gain
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• Proposed algorithm

• Information Gain (IG)
– Measures the reduction in uncertainty (entropy) in classification 

prediction

• Chi-square (CHI)
– Measures the degree of independence between the feature and 

the categories.



Chi-square 

• Under the null hypothesis: (jaguar and auto-independent): 
How many co-occurrences of jaguar and auto do we expect?
– We would have: Pr (j,a) = Pr (j) × Pr (a)
– So, there would be: N × Pr (j,a), i.e. N × Pr (j) × Pr (a)

• Pr (j)= (2+3)/N
• Pr (a)= (2+500)/N
• Where N= 2+3+500+9500

– Which is: N × (5/N) × (502/N)=2510/N=2510/10005 ≈ 0.25
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Training Procedures

Feature selection (training set)

Tuning Ranking model (validation set)

Tuning parameter c

(Ranking SVM, RankNet)

(IG, CHI, Proposed algorithm)

Evaluation (test set) (MAP, NDCG)



Experimental Results
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Experimental Results

the OHSUMED dataset, there are only two
large blocks, with most features similar to each other. In this 
case,the similarity punishment in our approach cannot work well.



Conclusion

• If the effects of features vary largely and there are 
redundant features, this method can work very well.

• There are two objectives in our optimization method for 
feature selection. In this paper combined them linearly
for simplicity. In principle, one could employ other ways 
to represent the tradeoff between the two objectives.

• This paper have demonstrated the effectiveness with two 
datasets, and with a small number of manually extracted 
features. It is necessary to further conduct experiments 
on larger datasets and with more features.


