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Sums of Independent Random Variables (1/2)

Recall: If X and Y are independent random variables,
the distribution (PMF or PDF) of W=X+Y can be
obtained by computing and inverting the transform

MW(S):MX(S)MY(S)

We also can use the convolution method to obtain the

distribution of W=X+Y
— If X and Y are independent discrete random variables with
integer values
pwW)=P(X+Y=w)= YP(X=xY=y)
(e et y=w)

:ZP(X:x,Y=w—x)=ZP(X=x)P(Y=w—x)

=Y py (x)py (w — x) [also equivalentto ) py (w — y)py ( y)j
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Sums of Independent Random Variables (2/2)

—If X and ¥ esre independent continuous random variables,
the PDF /(W =X+Y can be obtained by

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Note that independence APPlying the multiplication (chain) rule, we have
P < ulX =x)=P(X +7 < ufX =) assumption fiy x (w,x) = £ (x) 1 (W)
:P(X+YSW) ? _ s (X)f (w—x) ?
— P(Y <w-— x) j‘> X \FMTNT
— FW|X(W‘x): Fy(w-x)

Finally,by marginalization, we can have
Differentiate the CDFs of both sides with respect to w

:>fW|X(W‘x):fY(W_x) fW(W):f:ofW,X(Wax)dx
= [, fx (x)fy (w=x)dx
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lllustrative Examples (1/4)

 Example 4.13. Let X and Y be independent and have

PMFs given by 1/2, if y=0,
) 1/3, if x=12.3, o) 1/3, if y=1,

X)1= =<
Px 0, otherwise. PriJ 1/6, if y=2,

|0,  otherwise.
— Calculate the PMF of W=X+Y by convolution.

We know that the range of possible value of W are integers from the range [1, 5]

pW(1)= ZPX(x)pY(l—x) PW(3): %PX(X)PY@_X)
=py (l)pY (O) =Px (I)PY (2)+ Px (2)]-71/ (1)+ Px (3)]-71/ (O)
=1/3-1/2 =1/6 =1/3-1/6 +1/3-1/3+1/3-1/2

=1/18+1/9+1/6 =1/3

P ()= px (lpy (2~ ) P (@)= % py (D)py (4-x)

Pw (5): %PX(’C)PY(5 —x)

=Px (I)PY (1)+ Px (2)191/ (0) =Px (3)PY (2)
~1/3-1/3+1/3-1/2 = px(2)py(2)+ px (3)py (1) ~1/3-1/6
—1/9+1/6 = 5/18 =1/3-1/6+1/3-1/3 —1/18

=1/18 +1/9=1/6
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lllustrative Examples (2/4)

« Example 4.14. The random variables X and Y are
independent and uniformly distributed in the interval
[0, 1]. The PDF of W=X+Y is

S W)=[7, fx (O)fy(w—1)dt

We know that the range of possible value of W are in the range [0, 2]

((jw=0 (ii)o<w<1 (iii)w=1 (iv)1<w<2
fx(e) 4 fxle) 4 OR £(0) 4
1 —E 17 : 17 1 /
3 b . 1
1t 1 ¢ | ¢ | t
fr(=1) 4 frw=1) 4 fy(1—t) 4 fy(l-2) 4
| 7 / Y/
. N/ il w2
-1 t W= w t w=1 t w—l 1 {

S )= fe @)y ()t =0 fr(w)= [ e Ofyw=t)dt=w S Q)= fx Oy =t)dt =1 Sy W)=y Fx O}y (1=1)dr =2-w
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lllustrative Examples (3/4)

(iv)w =2
£ele) 4 fpdw)
I A
> 1
| t
fy(1—t) 4 / \
| 9 w

1 w=2 :l‘

(W, if 0<w<l
fwrw)=12—w, if 1<w<2
0, otherwise

(min{l, w}-max{0,w-1}, 0<w<2

_ shown in textbook
0, otherwise
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lllustrative Examples (4/4)

— Or, we can use the “Derived Distribution” method previously

introduced in Section 3.6 y 4
1
Since X and Y are indepent random varibles uniformly distribute d in [0, 1],
C. fX,Y(X,y)Zl
we have their joint PDF fXY(x,y)z fr(@)fy(y)=1, foro<xy<1
1 X
(i) 0<w<1 (i)1<w<2
y A % 4 B
x+y=w VIV\Xer_W w, if 0<w<l1
\ //\ .'.fW(w): 2—w, 1if 1<w<?2
w
-1 0 otherwise
% //// v ,
%\ > %\\:
W\l X 1 w
Fy (w)=P (7 <w)=P (X +7 <w) Fpw)=P @ <w)=P (X +7 <w)
1
S 1= LG wY
= ()= )2
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Graphical Calculation of Convolutions

* Figure 4.4. lllustration of the convolution calculation. For
the value of 7 under consideration, f;,(w) is equal to the
integral of the function shown in the last plot.

fl )
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'

; /I

a b i & d t

( w>0: shifted right  § fr{w-1) @ Shifted by w fivi-t)  Flipped around the origin
w<0: shifted left ) /\ /K
w —d w— -: :

|

—i -

£ fan WS
A S w=1) fylt)

®
/\ Calculate the product of two plots

. b t
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Revisit: Conditional Expectation and Variance

* Goal: To introduce two useful probability laws

— Law of Iterated Expectations
E[E[x]y [|= E[x]
— Law of Total Variance

var(X )= E[var(X|v )]+ var(E[x|r ])
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More on Conditional Expectation

* Recall that the conditional expectation E[X|Y = y] IS
defined by

E[X|Y = y]z Zx-pX‘Y(xb/), (If X isdiscrete)
X

and
E[X|Y= y]:ﬁooox.fX‘Y(xu)dx, (If X is continuous)

» ExJr=)| in fact can be viewed as a function of Y ,
because its value depends on the value Y of Y
~ Is E[X|r] arandom variable ?

— What is the expected value of E[X\Y] ?
* Note also that the expectation of a function g(v) of Y

> g(y)py (), if Y is discrete
Elg(r)]=1" -
L g(v)fy (v)dy, if ¥ is continuous Probability-Berlin Chen 10



An lllustrative Example (1/2)

« Example 4.15. Let the random variables X and Y have
a joint PDF which is equal to 2 for (x,y) belonging to the
triangle indicated below and zero evervwhere else.

fxplzly)

“ 1 Joint PDF I Conditional PDF
X+Y<1 oo
JIXNTH] = 1-y
0<X <1 E[X]Y = y]= 17, x- £y (a]y .
0<Y<1 -

1-u 1 T -4 1

(b}

— What's the value of- .E[X‘Y = y] ?

_fX,Y(xay)_ 1
1) =17, fr (e ki A==
= é_yf)(,y(X,y)dX (o X+Y <) for 0 < x <1- y where 1Oﬁyﬁl
. _ _ -
= [odx=2(1-y), 0<y<l CELXY = y]= 7
__ b oy 1oy
“20-y)" ‘0 2

(a linear function of Y )  probability-Berlin Chen 11



An lllustrative Example (2/2)

~ Wesawthat E[X|V =y]=(1-»)/2 .Hence, E[x|r] isthe
random variable (1-Y)/2

E[X|r]= @_TY)
— The expectation of E[X|Y|

EELX|y [|= " E[x]Y = y |y (y)dv = E[X]

Total Expectation Theorem
For this problem, we thus have

E[x]=E[E[x|[7]|=E[1-1)/2]=(1-E[r])/2
E[y ]= [y fyr O ~E[x]=(0-E[r])/2=1/3
L 20 g
= y? - (2/3)y3‘5
— 1 3
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Law of Iterated Expectations

E[e[xir = E[x]

KZE[X‘YZy]pY(y), (If Y is discrete)
Y

E[E[x|r]]=-

\IioooE[X‘YZylfy(y)dy. (If ¥ is continuous)
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An lllustrative Example (1/2)

« Example 4.16. We start with a stick of length [ . We
break it at a point which is chosen randomly and
uniformly over its length, and keep the piece that
contains the left end of the stick. We then repeat the
same process on the stick that we were left with.

— What is the expected length of the stick that we are left with,
after breaking twice?

Let Y be the length of the stick after we break for the first time.
Let X be the length after the second time.

rl (1

-, for0<y<] —, for0<x<y
frly)=11 and [y biy)=1»

0, otherwise 0, otherwise
uniformly distributed uniformly distributed
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An lllustrative Example (2/2)

— By the Law of Iterated Expectations, we have

E[x]=E[E[x|r]]

2
“““ e
[ /
Z%J()Edy:%-j‘o Note thatE[X‘Y:y]:g
/A i
4 R X=x Y=y
0 /
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Averaging by Section (1/3)

* Averaging by section can be viewed as a special case of
the law of iterated expectations

« Example 4.17. Averaging Quiz Scores by Section.

— A class has 7 students and the quiz score of student ; is x;.
The average quiz score is

] »
m=—> X;
n =1

— If students are divided into £ disjoint subsets 4,4, ..., 4; ,the
average score in section s is

1
mg =— in
Ng x;eA,

Probability-Berlin Chen 16



Averaging by Section (2/3)

 Example 4.17. (cont.)

— The average score of over the whole class can be computed by
taking a weighted average of the average score m of each
class s , while the weight given to section s is proportional to
the number of students in that section

k n k n, 1
s=1 N s=1 N Ng x,eA,
1 k
=— 2 in
N g=1 x,€ A,
] n
:—le
n -]
= m

Probability-Berlin Chen 17



Averaging by Section (3/3)

 Example 4.17. (cont.)
— Its relationship with the law of iterated expectations
« Two random variable defined
— X :quiz score of a student (or outcome)
» Each student (or outcome) is uniformly distributed
— Y :sectionofastudenty € {I,... ,k}

S E[X]=m

E[x|r =s]=L Sxi=m, )

s i€,

- P(y=s)=25 (¥
n

~m=E[x]=E[E[x|r]- élE[X|Y —spp(y =)

k
f— Z m .n_S
s
s=1 n
Probability-Berlin Chen 18



More on Conditional Variance

 Recall that the conditional variance of x , given Y=y ,
Is defined by

Var(X‘Yzy)=E[(X—E[X‘Y:y])2‘Y:y]

. V&I‘(X‘Y) in fact can be viewed as a function of Y
because its value Var(X|Y = y) depends on the value ¥

of Y
— s Var(X‘Y) a random variable ?

— What is the expected value of Val‘(X‘Y) ?

Probability-Berlin Chen 19



Law of Total Variance

* The expectation of the conditional variance Var(X\Y) IS
related to the unconditional variance Var(X)

Var(X) = E[V&I’(X‘Y)]—I— Var(E [X‘Y])

Law of Iterated Expectations

Var(X):E:Xz]_ (EX])2 D@ E[X2]=E[E[X2]Y]]
_wlelx2iv - (] | E[x]=E[E[x]r]]
Var(Z):E[ZZ]—(E[Z])Z @7 EE[XJY (E E [X Y
=E

= [ |- var(2)+ (2] \ _\_f_e}l_‘_({(_ Y +(EXLY)Z

= Efvar (x| )]+ E[€[x ]y ] |- (©[6[x|Y])

= E[var (XY )|+ var (E[ x| ]
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lllustrative Examples (1/4)

 Example 4.16. (continued) Consider again the problem
where we break twice a stick of length , at randomly
chosen points, with Y being the length of the stick after
the first break and X being the length after the second

break
— Calculate Var(X) using the law of total variance

var(X )= E|var (XY )]+ var (E[x|7])

1

, for 0<y<] for 0<x<y

b

1
We know that fY(y) and fX‘Y(x‘y)z y
0,

=11
0, otherwise  uniformly distributed otherwise

uniformly distributed
y2
We also know that if a random variable Z — Var(X ‘Y =V ) 12
is uniformly distribute d in [a, b ], then its —"random variable" Var( X‘Y) can be
variance 1s
2 2
(b—a) expressed as - (That is Var(X Y ) = Y—)
var (Z): T 12 12

(a function of Y ) Probability-Berlin Chen 21



lllustrative Examples (2/4)

Efvar (X1 )= var (XY = )7y (0

gyl
0121
ST
36-11° 7 36
—) - var(x)=Elvar(x]y )]+ var(E[x]r ]
Note that E[X‘Y:y]:Z cf. p.14 _ 1? N 12 _ 717
2 36 48 144
— E[X‘Y]z% (a function of Y )

= var(E[x|Y))

_ Var@ - Lvar(r)

1rr

T4 12 48 (Y is uniformly distributed)
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lllustrative Examples (3/4)

 Example 4.20. Computing Variances by Conditioning.

— Consider a continuous random variable X with the PDF given

in the following figure. We define an auxiliary (discrete) random
variable Y as follows:

o () var(X )= E|var (XY )]+ var (E[x|7])

1, Y= 1’ if x<1 We know that if a random variable Z

> B 2, 1ifx>1 is uniformly distribute d in [a, b ], then its
variance 1s
1 )
7 var(Z )= %
1 3 X

@ @ var(x]y =1)=(1-0)/12=1/12

= py(1)=J31/2dx =1/2

var(X|Y =2)=(3-1)*/12=1/3
py(2)=[1/4dx=1/2 (xr =2)

= f (x‘Y _ 1): I, for0<x<1 = E[Var(X‘Y)]: Var(X‘Y = l)pY(1)+ V&I‘(X‘Y = Z)pY (2)
W 0, otherwise —1/12-1/2+1/3-1/2=5/24
1/2, for1<x<3
—2)= ’ ]
Txlr (X‘Y - 2)_ {O otherwise Note that £, (x) =1 P(X € 4)’ o
’ 0, otherwise
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lllustrative Examples (4/4)

We know that if a random variable Z
is uniformly distribute d in [q, b ], then its

mean 1is

a+b

E[z]=
®
= E[X[y =1]=(0+1)/2=1/2
E[x|y =2]=(1+3)/2=2
E[E[x]r [= E[X]
= E[x|r =1]p, 1)+ E[X|r =2]p, (2)
=1/2-1/2+2-1/2=5/4
var (E[X|Y )=
(ELx|y =1]-E[E[xX)Y ]} £, (1)
+(E[x]y =2]-E[E[x ][ . )
=(1/2-5/4)-1/2+(2-5/4) -1/2
=9/16

Note that for discrete random variable Z

var(2)=E[Z-B(2)f |= 3 (e~ E@)) p,(2)

@ .. var(X)=E[var(X|r )|+ var(E[X|¥])

=9/16+5/24 =37/48

E[X]|= J‘:x-fx (x)dx

:j;x-l/de+L3x-1/4dx

_1 o 1 o
—ZX 0+§X ‘1
=5/4

var(e)= [ (e~ BLYTF -/ ()

= [[(x=5/4) 1/2dx +[ (x=5/4) -1/ 4dx
1 3 | 3
= g(x—5/4) B +E(x—5/4) ;
- é((— 14 - (-5/4) )+ é((7/4)3 —(-1/4)

C 1124 1 344 37

12 64 48
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Averaging by Section

* For a two-section (or two-cluster) problem
O: x; € section 1

A x; € section 2

E[x]=E[E[x|r][[= Y E[x]y =s]P(¥ = 5)
These two measures have been

var (X ) — E :Var (X ‘Y 5] + var (E [X ‘Y ]) widely used for linear discriminant

/ \ analysis (LDA)

variability of E[X|Y] (the outcome means
of individual sections)

average variability within
individual sections

Also called “within cluster” variation Also called “between cluster” variation
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Properties of Conditional Expectation and Variance

o E[X

e E[X |Y]is a function of the random variable Y, hence a random vari-
able. Its experimental value is E[X |Y = y] whenever the experimental
value of Y is .

e b [E[X

e var(X |Y)is arandom variable whose experimental value is var( X

y), whenever the experimental value of Y is y.

o var(X) = E|var(X |Y)] + var(E[X | Y]).

Y =yl is a number, whose value depends on y.

Y]] = E[X] (law of iterated expectations).

Y =
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Recitation

« SECTION 4.2 Convolutions
— Problems 11, 12

« SECTION 4.3 More on Conditional Expectation and
Variance
— Problems 15, 16, 17
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