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Prologue

• Language is the mark of humanity and sentience (知覺能力), and 
conversation or dialogue is the most fundamental and specially privileged 
arena of language

• Conversation between humans is an intricate and complex joint activity
• It is crucial to understand something about how humans converse with each other

• Dialogue systems (or conversational agents)
• Programs are designed and implemented to communicate with users in natural 

language (text, speech, or both), which fall into two classes
1. Chatbots
2. Task-oriented dialogue agents
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Two Broad Kinds of Conversational Agents

• Chatbots: systems which are designed for extended conversations
• Set up to mimic the unstructured conversation or chat characteristic of human-human 

interaction (e.g., for fun)
• Mainly for entertainment, but also for practical purposes like making task-oriented 

agents more natural (e.g., for therapy)

• Task-oriented dialogue agents: systems which use conversation with 
users to help complete tasks

• Digital assistants (Siri, Alexa, Google Now/Home, Cortana, etc.): give directions, 
control appliances, find restaurants, or make phone calls

• Conversational agents: can answer questions on corporate websites, interface with 
robots, and even be used for social good (公益)
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Properties of Human Conversation

• Speech Acts
• Speaker Turns
• Grounding
• Initiatives
• Inference and Implicature
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The subtle characteristics of human conversations (like the aforementioned properties) are 
among the reasons it is difficult to build dialogue systems that can carry on natural 

conversations with humans.



Properties of Human Conversation: Speaker Turns

• Speaker Turns: A dialogue is a sequence of turns (C1, A2, C3, and so on), 
each of which is a single contribution from one speaker to the dialogue

• A turn can consist of a sentence (like C1), although it might be as short as a single 
word (C13) or as long as multiple sentences (A10) 
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Properties of Human Conversation: Speech Acts

• Speech Acts: Each utterance in a dialogue is a kind of action being 
performed by the speaker. These actions are commonly called speech 
acts or dialog acts

• One taxonomy consisting of 4 major classes (Bach and Harnish, 1979):
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Constatives: committing the speaker to something’s being the case (answering, 
claiming, confirming, denying, disagreeing, stating) 

Directives: attempts by the speaker to get the addressee to do something (advising, 
asking, forbidding, inviting, ordering, requesting) 

Commissives: committing the speaker to some future course of action (promising, 
planning, vowing, betting, opposing) 

Acknowledgments: expressing the speaker’s attitude regarding the hearer with 
respect to some social action (apologizing, greeting, thanking, accepting an 
acknowledgment) 

建議/請求

斷言/確認

許諾

致謝/回應



Properties of Human Conversation: Grounding

• Common Ground:  It is important for the participants (interlocutors) to 
establish what they both agree on, called the common ground 
(Stalnaker, 1978)

• Grounding means acknowledging that the hearer has understood the speaker

• An adjacency pair of a conversation is composed of a first pair part 
and a second pair part (Schegloff, 1968), and these expectations can 
help systems decide what actions to take

• QUESTIONS set up an expectation for an ANSWER
• PROPOSALS are followed by ACCEPTANCE (or REJECTION)
• COMPLIMENTS (“Nice jacket!”) often give rise to DOWNPLAYERS (“Oh, this old 

thing?”)
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An adjacency pair can be separated by a side sequence (Jefferson 1972) or sub-dialogue.

不會雞同鴨講



Properties of Human Conversation: Initiatives

• Initiatives: A conversation may be completely controlled by one 
participant, who is the initiative of the conversation. For example, 

• A reporter interviewing a chef asks questions, and the chef responds
• This reporter has the conversational initiative (Walker and Whittaker 1990)

• Most human conversations have mixed initiative
• I lead, then you lead, then I lead

• Human-Machine Conversations 
• System-Initiative: System asks user questions to fill out a form, user cannot change 

the direction
• User-Initiative: User asks or commands, then system responds. In turn, the user can 

specify another query
• Mixed-Initiative: while the norm for human-human conversations, mixed-Initiative is 

very difficult for dialogue systems to achieve
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Properties of Human Conversation: Inference and Implicature 

• Inference is also important in dialogue understanding, for example

Agent: And, what day in May did you want to travel?
Client: OK, uh, I need to be there for a meeting that’s from the 12th to the 15th.

• Implicature: What enables hearers to draw these inferences is that 
conversation is guided by a set of maxims (經驗法則?), general heuristics
that play a guiding role in the interpretation of conversational utterances 
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Notice that the client does not in fact answer the agent’s question. The client merely mentions 
a meeting at a certain time. What is it that licenses the agent to infer that the client is 

mentioning this meeting so as to inform the agent of the travel dates? 

情溢乎辭 ? Or 辭溢乎情？



Chatbot Architectures

• Rule-based systems (early approaches)
• Pattern-action rules (ELIZA)
• Plus a mental model (PARRY)

(The first system to pass the Turing Test!) 

• Corpus-based (present-day approaches)
• Information Retrieval (XiaoIce)

• Mine large datasets of human-human conversations, which can be done by using
information retrieval to copy a human response from a previous conversation

• Neural encoder-decoder (BlenderBot)
• Generate a response from a user utterance using encoder-decoder models
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Present-Day Chatbots: Facebook’s Blender-Bot
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User
Blender-Bot

Roller et al. 2020



Present-Day Chatbots: Microsoft’s XiaoIce System 
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Zhou et al., 2020



Chatbots in Old Days: ELIZA (1/2)
• ELIZA is the most important rule-based chatbot system in the history of the 

field (Weizenbaum, 1966) 
• Rogerian psychology: assume the pose (裝腔作勢) of knowing almost nothing of the 

real world
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ELIZA seems to give very 
sophisticated 

therapeutic advice. Keyword:  YOU
Pattern: (0 YOU 0 ME)    
Transforms: (WHAT MAKES YOU THINK I 3 YOU)

(WHY DO YOU THINK I 3 YOU)

Rules are organized by keywords
Each keyword has a pattern and 
a list of possible transforms.



Chatbots in Old Days: ELIZA (2/2)

• ELIZA works by pattern/transform rules 
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Chatbots in Old Days: PARRY

• PARRY was another chatbot with a clinical psychology focus, and used to 
study schizophrenia (精神分裂症)

• In addition to ELIZA-like regular expressions, PARRY included a model of its own 
mental state, with affective variables for the agent’s levels of fear and anger

• Certain topics of conversation might lead PARRY to become more angry or mistrustful

• Parry was the first known system to pass the Turing Test (in 1972!) 
• Psychiatrists (精神科醫生) could not distinguish text transcripts of interviews with 

PARRY from transcripts of interviews with real paranoids (偏執狂患者)

15

Colby et al., 1972

If PARRY’s anger variable is high, he will choose from a set of “hostile” outputs. If the input mentions 
his delusion topic, he will increase the value of his fear variable and then begin to express the sequence 
of statements related to his delusion (妄想).

妄想



Two Architectures for Corpus-based Chatbots

• Response by retrieval
• Use information retrieval to grab a response (that is appropriate to the context) from 

some corpus
• Response by generation

• Use a language model or encoder-decoder to generate the response given the 
dialogue context
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• Modern corpus-based chatbots are very data-intensive, and 
commonly require hundreds of millions or billions of words.



What Human-Human Conversations to Draw on?

• Transcripts of telephone conversations between volunteers
• Switchboard corpus of American English telephone conversations

• Movie dialogues
• Various corpora of movie subtitles, resembling natural conversation in many ways

• Hire human crowd-workers to have conversations, e.g., 
• The Topical-Chat dataset has 11K crowdsourced conversations on 8 topics

• EMPATHETICDIALOGUES includes 25K crowdsourced conversations grounded in a 
situation where a speaker was feeling a specific emotion
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More on Data Curation

• Many systems first pretrain on large datasets of pseudo-conversations 
drawn from social media

• Twitter (Ritter et al., 2010a), Reddit (Roller et al., 2021), Weibo (微博), and other 
social media platforms; tend to be noisy

• Another common technique is to extract possible responses from 
knowledge sources (Wikipedia, news stories)

• By doing so, a chatbot can tell stories or mention facts acquired in that way

• Finally, once a chatbot has been put into practice
• The turns that humans use to respond to the chatbot can be used as additional 

conversational data for training or finetuning
• Confidence metrics are required to make sure that these turns come from 

conversations that are going well
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It is also crucial in these cases to remove personally identifiable information (PII).



Response by Retrieval: Classic IR Method

• Given a user turn 𝑞, and a training corpus of conversations 𝐶

• Find in 𝐶 the turn (response) 𝑟 that is most similar (e.g., in terms of 
tf−idf cosine) to𝑞, say𝐫

• Generally, 𝐶 is the training set for the system, and we score each turn 𝑟 in 𝐶 as a 
potential response to the context 𝑞 selecting the highest-scoring one

• An alternative way is to return the response to the turn resembling 𝑞
• That is, we first find the most similar turn 𝑡 to 𝑞 and then return as a response the 

following turn 𝑟
19

𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑞, 𝐶 ൌ arg max
𝑟 ∈ 𝐶

𝐪 ⋅ 𝐫
𝐪 |𝐫|



Response by Retrieval: Neural IR Method

• A bi-encoder model is adopted
• In which we train two separate (BERT) encoders, one to encode the user query and 

one to encode the candidate response
• Use the dot product between these two vectors as the score
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More on Response by Retrieval

• The IR-based approach can be extended in various ways, such as by 
using more sophisticated neural architectures (Humeau et al., 2020)

• Conversational History: we can use a longer context for the query than just 
the user’s last turn, up to the whole preceding conversation

• Information about the user or sentiment or other information can also play 
a role
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Response by Generation (1/2) 

• Think of response production as an encoder-decoder task
• Generate each token 𝑟௧ of the response by conditioning on the encoding of 

the entire query 𝑞 and the response so far 𝑟ଵ, … , 𝑟௧ିଵ
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𝑟௧ ൌ argmax
𝑤 ∈ 𝑉  𝑃ሺ𝑤|𝑞, 𝑟ଵ, … , 𝑟௧ିଵሻ



Response by Generation (2/2) 

• An alternative to the encoder-decoder architecture is to fine-tune a large 
language model (LLM) on a conversational dataset and use the language 
model directly as a response generator, for example: 

• In the Chirpy Cardinal system (Paranjape et al., 2020), the neural chat component 
generates responses from GPT-2 (Radford et al., 2019), finetuned on the 
EmpatheticDialogues dataset (Rashkin et al., 2019)
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The entire dialogue
context is encoded 



Response by Retrieving and Refining Knowledge 

• Seek to generate responses from informative text rather than dialogue, e.g.:
• To respond to turns like “Tell me something about Beijing”

• XiaoIce collects sentences from public lectures and news articles
• And searches them using IR based on query expansion from user’s turn

• To augment an encoder-decoder model
• Use IR to retrieve potentially useful passages from Wikipedia
• Then create multiple candidates by concatenating each retrieved Wikipedia sentence to the 

dialogue context with a separator token
• Each candidate can be given as the encoder context to the encoder-decoder model, which 

learns to incorporate text from the Wikipedia sentence into its generated “knowledge-aware” 
response 

24

Chatbots can be much more interesting and informative if they can response from 
text knowledge sources other than the dialogue alone. 

Context <SEP> Candidate 1
.
.

Context <SEP> Candidate n



One Ongoing Research Problem: 
Neural Chatbots often Get Repetitive and Boring
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A: Where are you going?
B: I’m going to the restroom.
A: See you later.
B: See you later.
A: See you later.
B: See you later.

.

.

A: How old are you?
B: I’m 16.
A: 16?
B: I don’t know what you are talking about.
A: You don’t know what you are saying.
B: I don’t know what you are talking about.
A: You don’t know what you are saying.

.

.
Human-Machine Conversations

A number of modifications are thus required to the basic encoder-decoder model 
to adapt it for the task of response generation. 
- Diversity-enhanced versions of beam search (Vijayakumar et al., 2018)
- Diversity-focused training objectives (Li et al., 2016) 



Hybrid Architectures (1/2)

• Chirpy Cardinal (Paranjape et al., 2020) response generation from a 
series of different generators:

• GPT-2 finetuned on EmpatheticDialogues
• GPT-2 finetuned to paraphrase content from Wikipedia
• Rule-based movie or music generators that produce scripted conversation about a 

movie or a musician
• Asking the user’s opinion about a movie 
• Giving a fun fact 
• Asking the user their opinion on an actor in the movie
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Hybrid Architectures (2/2)

• Part of a Conversation with Chirpy Cardinal (Paranjape et al. 2020)
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Chatbots: Pros and Cons

• Pros:
• Fun
• Good for narrow, scriptable applications

• Cons:
• Systems do not really understand
• Giving the appearance of understanding may be problematic
• Rule-based chatbots are expensive and brittle
• IR-based chatbots can only mirror training data
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One important next step in research is figuring out ways to integrate chatbot-type 
abilities into frame-based dialogue systems (agents).



Frame-based Dialogue Agents

• Sometimes called "task-based dialogue agents"
• Systems that have the goal of helping a user solve a task like making a travel 

reservation or buying a product

• Architecture: 
• First proposed in the GUS system of 1977
• A knowledge structure representing user intentions
• One or more frames (each consisting a set of slots with values)

29

Bobrow et al., 1977



The Frame

• A frame is a kind of knowledge structure (sometimes called domain 
ontology) representing part of the information about user intentions that the 
system can extract from user sentences

• A frame consists of a collection of slots (to be filled with information of a 
given semantic type), where the semantic type of a slot may be hierarchical  

• Each slot of a frame can take a set of possible values, and each associated with a 
question to the user
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For example, the date 
type in GUS is itself a 
frame with slots with 
types like integer or 
members of sets of 
weekday names



Two Basic Dialogue Architectures

• The GUS architecture
• Sometimes just called "frame-based" architecture
• Over 40 years old, but still used in most industrial task-based dialogue agents
• Focus on a set of hand-build production rules for filling frames and taking actions

• The dialogue-state architecture
• Extension of GUS
• More common in research systems
• Some aspects are making their way into industrial systems
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D. G. Bobrow et al.,Daniel G., GUS, a frame‐driven dialog system." Artificial Intelligence, 1997.



Control Structure for Frame-based Dialogue

• System asks questions of user, filling any slots that user specifies
• User might fill many slots at a time:

I want a flight from San Francisco to Denver one way leaving after five p.m. on Tuesday. 

• The system fills all the relevant slots, and then continues asking questions to fill the 
remaining slots, skipping questions associated with filled slots

• When frame is filled, perform database querying
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Attachment of Condition-Action Rules 

• For example, some rules can be attached to the DESTINATION slot for the 
plane booking frame

1. Once the user has specified the destination
• Enter that city as the default StayLocation for the hotel booking frame

2. Once the user has specified DESTINATION DAY for a short trip 
• Automatically copy as ARRIVAL DAY

33

I want a flight from San Francisco to Denver one way leaving after five p.m. on Tuesday.

自動填入資訊到相關slots



Natural Language Understanding for Filling Dialog Slots (1/2)

1. Domain classification
• Asking weather? Booking a flight? Programming alarm clock?

2. Intent Determination
• Find a Movie, Show a Flight, Remove Calendar Appointments

3. Slot Filling
• Extract the actual slots and fillers from a user’s utterances
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Natural Language Understanding for Filling Dialog Slots (2/2)

• Example 1: 

• Example 2: 
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Show me morning flights from Boston to SF on Tuesday.

Wake me tomorrow at six.



Rule-based Slot Filling

• Frist, write regular expressions or grammar rules
• We might just define a regular expression for recognizing the SET-ALARM intent

• Second, do text normalization
• The fillers are put into some sort of canonical form, for example by normalizing dates
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Wake me (up) | set (the|an) alarm | get me up



Other Key Components of a Dialogue System

• The ASR (automatic speech recognition) component takes audio input 
from a phone or other device and outputs a transcribed string of words

• The ASR component can also be made dependent on the dialogue state
• A language model that is completely dependent on dialogue state is called a 

restrictive grammar
• Real systems usually mix restrictive grammars with more general language models

• The NLG (natural language generation) module produces the utterances 
that the system says to the user

• Frame-based systems tend to use template-based generation in which all or most of 
the words in the sentence to be uttered to the user are prespecified by the dialogue 
designer

• Sentences created by these templates are often called prompts
• Templates might be completely fixed (like ‘Hello, how can I help you?’), or can include 

some variables that are filled in by the generator
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More on NLG

• It is possible to do some simple grounding even in templated generation

38

grounding (acknowledgement)



Summary: Simple Frame-based Architecture

• Like many rule-based approaches

• Pros:
• High precision
• Can provide coverage if the domain is narrow

• Cons:
• Can be expensive and slow to create rules
• Can suffer from recall problems
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The Dialogue-State Architecture

• Modern research systems for task-based dialogue are based on a more 
sophisticated version of the frame-based architecture called the 
dialogue-state or belief-state architecture
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Components in a Dialogue-State Architecture

• NLU/SLU
• Extract slot fillers from the user’s utterance using machine learning

• Dialogue State Tracker
• Maintain the current state of the dialogue (user’s most recent dialogue act, set of slot-

filler constraints from user
• Dialogue Policy (Dialogue Manager)

• Decide what the system should do or say next
• GUS policy: Ask questions until the frame was full and then report back the 

results of some database query (or information retrieval)
• More sophisticated: know when to answer questions, when to ask a clarification 

question, etc.
• NLG

• Produce more natural, less templated utterances
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Dialogue Acts (1/2)

• Combine the ideas of speech acts and grounding into a single 
representation

• An example: Dialogue acts used by the HIS restaurant recommendation system of 
Young et al. (2010)

• The Sys and User columns indicate which acts are valid as system outputs and 
user inputs, respectively
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Intents and Dialogue Acts

• Intents and dialogue acts are two concepts that are often used in the design 
and development of conversation agents

• An intent refers to the purpose or goal of a user’s message, or the user’s intended 
meaning

• For example, a user message like “What is the weather like today?” might be mapped to 
an intent like “get weather information”.

• Dialogue acts, on the other hand, refer to the role or function that a message 
plays in a conversation

• Dialogue acts can include things like making a request, giving a command, making a 
statement, or asking a question

• Dialogue acts are often used to help the chatbot understand the context and purpose of a 
user’s message, and to determine how to respond appropriately

• Intents and dialog acts are often used together in chatbot development
• They both help to inform the chatbot’s understanding of a user’s message and the context 

in which it was sent

43https://meta-guide.com/bots/chatbots/intent-dialog-act-chatbots



Dialogue Acts (2/2)

• A sample dialogue from the HIS System of Young et al. (2010) using the 
dialogue acts defined in the previous page

44

user intent



Slot Filling: A Machine Learning Approach 

• Machine learning classifiers to map words to semantic frame-fillers
• Given a set of labeled sentences

Input: "I want to fly to San Francisco on Monday please"
Output: Destination: SF

Depart-time: Monday

• Build a classifier to map from one to the other
• Requirements: Lots of labeled data
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Slot Filling: BIO Tagging

• The idea of the BIO tagging paradigm is to train a classifier to label each 
input word with a tag that tells us what slot (if any) it fills

• A tag for the beginning (B) and inside (I) of each slot label, and one for tokens outside 
(O) any slot label
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San Francisco on Monday

Encod ings

Cla s s i e rfi

+s oftmax

B-DES I-DES O B-DTIME

…

d+i

<EOS>

Encode r (BERT)

Can do domain and intent too: 
e.g.,  generate the label  

"AIRLINE_TRAVEL + 
SEARCH_FLIGHT"



Once We Have the BIO Tag of a Sentence

• We can extract the filler string for each slot
• Then, normalize it to the correct form in the ontology like "SFO" for San 

Francisco using homonym dictionaries (SF=SFO=San Francisco, are the 
same place)
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The Task of Dialogue State Tracking
• The job of the dialogue-state tracker is to determine both the current state 

of the frame (the fillers of each slot), as well as the user’s most recent 
dialogue act

• The dialogue-state thus includes more than just the slot-fillers expressed in the 
current sentence; it includes the entire state of the frame at this point, summarizing all 
of the user’s constraints

48N. Mrkšić et al., “Neural belief tracker: Data-driven dialogue state tracking,” ACL 2017. 



More on Dialogue State Tracking

• An example: “I'd like Cantonese food near the Mission district.”

inform(food=cantonese, area=mission). 

• Dialogue act interpretation algorithm: 
• 1-of-N supervised classification to choose inform
• Based on encodings of current sentence + prior dialogue acts

• Simple dialogue state tracker:
• Run a slot-filler after each sentence 
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Dialogue Act 



Dialogue Policy (1/2)

• The goal of the dialogue policy is to decide what action the system 
should take next, that is, what dialogue act to generate

• At turn i in the conversation, we want to predict which action Ai to take, 
based on the entire dialogue state (history)

• The state could mean the entire sequence of dialogue acts from the system (A) and 
from the user (U)

• Simplify the above equation by just conditioning on the current dialogue state (filled 
frame slots) and the last turn and turn by system and user
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𝐴መ௜ ൌ
argmax
𝐴௜ ∈ 𝐴   𝑃ሺ𝐴௜|𝐴ଵ, 𝑈ଵ, … , 𝐴௜ିଵ, 𝑈௜ିଵሻ

𝐴መ௜ ൌ
argmax
𝐴௜ ∈ 𝐴   𝑃ሺ𝐴௜|Frame௜ିଵ, 𝐴௜ିଵ, 𝑈௜ିଵሻ



Dialogue Policy (2/2)

• The aforementioned probabilities can be estimated by a neural classifier 
• Use neural representations of the slot fillers (for example as spans) and the utterances 

(for example as sentence embeddings computed over contextual embeddings)
• More sophisticated models train the policy via reinforcement learning (RL)

• To decide which action to take, a reinforcement learning system gets a reward at the 
end of the dialogue, and uses that reward to train a policy to take actions

• For example, in a movie-recommendation dialogue system, the action 
space could have only three actions: EXECUTE, CONFIRM, and ELICIT

• EXECUTE sends a query to the database and answers the user’s question
• CONFIRM clarifies the intent or slot with the users (e.g., “Do you want movies directed 

by Christopher Nolan?”) 
• ELICIT asks the user for missing information (e.g., “Which movie are you talking 

about?”)

51

Fazel‐Zarandi et al. (2017)



Policy Example: Confirmation and Rejection

• Dialogue systems make errors, so they have to make sure they they have 
achieved the correct interpretation of the user’s input (understood the user)

• Two important mechanisms:
• Confirming: have understandings with the user 
• Rejecting: Utterances that the system is likely to have misunderstood
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Explicit Confirmation Strategy

• A system asks the user a direct question to confirm the system’s 
understanding
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Implicit Confirmation Strategy

• A system instead can demonstrate its understanding through a grounding 
strategy

• For example, repeating back the system’s understanding as part of asking 
the next question
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Comparison between Explicit and Implicit Conformation Strategies

• Explicit and implicit confirmation have complementary strengths
• Explicit confirmation makes it easier for users to correct the system’s 

misrecognitions 
• Since a user can just answer “no” to the confirmation question

• Explicit confirmation is awkward and increases the length of the 
conversation

• The explicit confirmation dialogue fragments above sound non-natural and 
definitely non-human

• Implicit confirmation is much more conversationally natural
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Rejection (1/2)

• A system gives the user a prompt like 

I’m sorry, I didn’t understand that. 

• Sometimes utterances are rejected multiple times
• This might mean that the user is using language that the system is unable to follow
• Thus, when an utterance is progressive rejected, systems often follow a strategy of 

progressive prompting or escalating prompting

56

當答非所問時 …



Rejection (2/2)

• An alternative strategy for error handling is rapid reprompting, in which 
the reprompting system rejects an utterance just by saying

I’m sorry, I didn’t understand that.

• Only if the caller’s utterance is rejected a second time does the system 
start applying progressive prompting

• Cohen et al. (2004) summarize experiments showing that users greatly 
prefer rapid reprompting as a first-level error prompt
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Using Confidence to Decide Whether to Confirm
• ASR  or NLU systems can assign a confidence value, indicating how 

likely they are that they understood the user, for example 
• Acoustic log-likelihood of the utterance

• Assigned by an ASR system
• Prosodic features

• Utterances with large F0 excursions or longer durations, or those preceded by 
longer pauses, are likely to be misrecognized

• Or alternatively, the cost of making an error
• For example, explicit confirmation is common before a flight is actually booked or 

money in an account is moved

• Systems could use set confidence thresholds
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a four‐tiered level of confidence



Natural Language Generation

• NLG  in information-state architecture modeled in two stages:
• Content Planning (what to say)
• Sentence Realization (how to say it) 

• We'll focus on sentence realization here
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Sentence Realization (1/3)

• Assume content planning has been done by the dialogue policy, which 
has 

• Chosen the dialogue act to generate, 
• Chosen some attributes (slots and values) that the planner wants to say to the user 

• Either to give the user the answer, or as part of a confirmation strategy

• 2 samples of Input and Output for Sentence Realizer
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Sentence Realization (2/3)

• Training data is hard to come by 
• we are unlikely to see every possible restaurant with every possible attribute in many 

possible differently worded sentences
• Delexicalization: A common way to improve generalization:

• The process of replacing words in the training set that represent slot values with a 
generic placeholder token
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Sentence Realization (3/3)

• Mapp from frames to delexicalized sentences with encoder-decoder 
models 

• Trained on large hand-labeled corpora of task-oriented dialogue

• Output:
restaurant_name has decent service

• Relexicalize: we can then use the input frame from the content planner to relexicalize
(fill in the exact restaurant or neighborhood or cuisine)  

Au Midi has decent service
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Evaluating Chatbots and Task-based Dialogue Systems

• Chatbots: 
• Have goals like being enjoyable to users 
• Evaluations are mainly done by human (participant/observer) evaluation

• Participant: the human who talked to the chatbot
• Observer: a third party who reads a transcript of a human/chatbot conversation

• Task-based dialogue Systems  
• Have goal like the completion of a task to book a flight
• Evaluations are mainly done by measuring task performance
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Participant Evaluation

• Human chats with a chatbot for 6 turns and rates 8 dimensions of quality:
avoiding repetition, interestingness, making sense, fluency, listening, 
inquisitiveness, humanness, engagingness

A few examples:
(1) Avoiding Repetition: How repetitive was this user? 

• Repeated themselves over and over • Sometimes said the same thing twice • Always 
said something new 

(3) Making sense: How often did this user say something which did not make sense? 
• Never made any sense • Most responses did not make sense • Some responses did 
not make sense • Everything made perfect sense 

(8) Engagingness: How much did you enjoy talking to this user?
• Not at all •A little •Somewhat •A lot
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Chatbots: Observer Evaluation (1/3)

• Sometimes we are interested in having raters assign a score to each 
system turn

• For example, (Artstein et al., 2009) have raters mark how coherent each turn is
• Or, we may just want a single high-level score to know if system A is better than 

system B
• The acute-eval metric (Li et al., 2019)

• An observer evaluation in which annotators look at two separate human-computer 
conversations (A and B) and choose the one in which the dialogue system participant 
performed better (兩個chatbots何者較好？)
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Chatbots: Observer Evaluation (2/3)

• More on the acute-eval metric
Annotators look at two conversations (A + B) and decide which is better

• Engagingness: Who would you prefer to talk to for a long conversation? 
• Interestingness: If you had to say one of these speakers is interesting and one is 

boring, who would you say is more interesting? 
• Humanness: Which speaker sounds more human? 
• Knowledgeable: If you had to say that one speaker is more knowledgeable and one 

is more ignorant, who is more knowledgeable? 
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Chatbots: Observer Evaluation (3/3)

67

The ACUTE-EVAL method asks annotators 
to compare two dialogues and choose 

between Speaker 1 (light blue) and
Speaker 2 (dark blue), independent of 

the gray speaker (Li et al., 2019).



Chatbots: Automatic Evaluation Remains an Open Problem (1/2)

• Automatic evaluations are generally not used for chatbots
• This is because computational measures of generation performance like BLEU or 

ROUGE or embedding dot products between a chatbot’s response and a human 
response correlate very poorly with human judgments

• These methods perform poorly because there are so many possible responses to any 
given turn

• Simple word-overlap or semantic similarity metrics work best when the space of 
responses is small and lexically overlapping
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Chatbots: Automatic Evaluation Remains an Open Problem (2/2)

• Adversarial Evaluation: One current research direction
• Inspired by Turing Test
• Train a “Turing-like” classifier to distinguish between human responses and machine 

responses.
• The more successful a dialogue system is at fooling the evaluator, the better the 

system
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Task-based Dialogue Systems: Evaluations (1/3)

• For task-based dialogue, if the task is unambiguous, we can simply 
measure absolute task success (viz. task error rate, an extrinsic metric)

• Did the system book the right plane flight, or put the right event on the calendar?

• Or, measure the slot error rate (aka concept error rate) for a sentence
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“Make an appointment with Chris at 10:30 in Gates 104”

Slot Filler
PERSON Chris
TIME 11:30 a.m.
ROOM Gates 104

Slot error rate: 1/3
Task success: At end, was the correct meeting added to the calendar?

• End-to-end evaluation (Task Success)
• Slot Error Rate for a Sentence

# of inserted/deleted/substituted slots
# of total reference slots for sentence



Task-based Dialogue Systems: Evaluations (2/3)

• To get a more fine-grained idea of user happiness, we can compute a 
user satisfaction rating, having users interact with a dialogue system to 
perform a task and then having them complete a questionnaire like below

71
M. Walker et al. “Towards developing general models of usability with PARADISE." Natural Language Engineering, 2000.



Task-based Dialogue Systems: Evaluations (3/3)

• Other Heuristics
• Efficiency cost: 

• Total elapsed time for the dialogue in seconds
• The number of total turns or of system turns
• Total number of queries 
• “turn correction ratio”: % of turns that were used to correct errors

• Quality cost: 
• Number of ASR rejection prompts
• Number of times the user had to barge in (interrupt the system)

72



Summary

• Conversational agents are crucial speech and language processing 
applications that are already widely used commercially

• Chatbots are conversational agents designed to mimic the appearance of 
informal human conversation

• Most commercial task-based dialogue systems use the GUS or frame-
based architecture

• Dialogue systems are a kind of human-computer interaction
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