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Introduction (1/3)

Multimedia associated with speech is continuously
growing and filling our computers and lives

— Such as broadcast news, lectures, historical archives, voice
mails, (contact-center) conversations, etc.

— Speech is the most semantic (or information)-bearing

On the other hand, speech is the primary and the most
convenient means of communication between people

— Speech provides a better (or natural) user interface in wireless
environments and on smaller hand-held devices

Speech will be the key for Multimedia information access
In the near future




Introduction (2/3)

e Scenario for Multimedia information access using speech
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Introduction (3/3)

Organization and retrieval and of multimedia (or spoken)
are much more difficult

— Written text documents are better structured and easier to
browse through

* Provided with titles and other structure information
« Easily shown on the screen to glance through (with visual
perception)
— Multimedia (Spoken) documents are just video (audio) signals

« Users cannot efficiently go through each one from the
beginning to the end during browsing, even if the they are
automatically transcribed by automatic speech recognition

 However, abounding speaker, emotion and scene information
make them more attractive than text

» Better approaches for efficient organization and retrieval of
multimedia (spoken) documents are needed




Related Research Work and Applications

o Substantial efforts have been paid to (multimedia)
spoken document recognition, organization and retrieval
In the recent past [R3, R4]

— IBM Spoken Document Retrieval for Call-Center Conversations,
Natural Language Call-Routing, Voicemail Retrieval
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Key Techniques (1/2) [R4]

Automatic Speech Recognition
— Automatically convert speech signals into sequences of words or
other suitable units for further processing
Spoken Document Segmentation

— Automatically segment speech signals (or automatically
transcribed word sequences) into a set of documents (or short
paragraphs) each of which has a central topic

Audio Indexing and Information Retrieval

— Robust representation of the spoken documents
— Matching between (spoken) queries and spoken documents

Named Entity Extraction from Spoken Documents

— Personal names, organization names, location names, event
names

— Very often out-of-vocabulary (OOV) words, difficult for recognition




Key Techniques (2/2)

Information Extraction for Spoken Documents

— Extraction of key information such as who, when, where, what and
how for the information described by spoken documents

Summarization for Spoken Documents

— Automatically generate a summary (in text or speech form) for each
spoken document

Title Generation for Multi-media/Spoken Documents

— Automatically generate a title (in text/speech form) for each short
document; i.e., a very concise summary indicating the themes of the
documents

Topic Analysis and Organization for Spoken Documents
— Analyze the subject topics for the documents
— Organize the subject topics of the documents into graphic structures

for efficient browsing
Sl_p



An Example System for Chinese Broadcast News (1/2)

* For example, a prototype system developed at NTU for
efficient spoken document retrieval and browsing [R4]

Chinese Broadcast
News Archive
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An Example System for Chinese Broadcast News (2/2)

e Users can browse spoken documents in top-down and

bottom-up manners
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Automatic Speech Recognition (1/3)

e Large Vocabulary Continuous Speech Recognition (LVCSR)

Linguistic Decoding

Front-end Processing

Recognized
Speech Input Feature Fea?ur‘e _| Word Level S Level Sen?rence W = argmax P(W‘O)
IOOD o e —> Extraction|Vectors| Match eni;ence eve W=w,w,...w,
: 5 earch 1727
JOOOOCN. Word Model S = argmax P(O\W)P(W)
Composition W=w,W,...w,
HMMs i n-grams

_ - _ “
Speech Acoustic Subword _ Language |, LEMENTEL)S Text
Corpora Modeling Models Lexicon Models Modeling Corpora

— The speech signal is converted into a sequence of feature vectors
— The pronunciation lexicon is structured as a tree

— Due to the constraints of n-gram language modeling, a word’s
occurrence is dependent on its previous n-1 words

(|W1W2 ) <| ntWions2- .1)

— Search through aII possible IeX|caI tree copies from the start time to
the end time of the utterance to find the best sequence among the
word hypotheses
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Automatic Speech Recognition (2/3)

Discriminative and Robust Speech Feature Extraction

— Linear Discriminant Analysis (LDA), Heteroscedastic Linear Discriminant
Analysis (HLDA) and Maximum Likelihood Linear Transformation (MLLT)
for distriminative speech feature extraction interspeech 2005, 2008; ISCSLP2008

— Polynomial-fit Histogram Equalization (PHEQ)aApproaches for obust
speech feature extraction interspeech 2006, 2007, 2008; ICME 2007; ASRU 2007 :>

Acoustic Modeling
— Lightly-Supervised Training of Acoustic Models icassp 2004

— Data Selection for Discriminative Training of Acoustic Models (HMMSs)
ICME 2007, ASRU 2007

Dynamic Language Model Adaptation
— Minimum Word Error (MWE) Training interspeech 2005

— Word Topical Mixture Models (WTMM) 1cME2005; ICASSP 2007
— Position Information for Language Modeling iscsLp200s8

Linguistic Decoding o)
— Syllable-level acoustic model look-ahead icassp 2004
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Automatic Speech Recognition (3/3)

« Transcription of PTS (Taiwan) Broadcast News
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Information Retrieval Models

 Information retrieval (IR) models can be characterized by
two different matching strategies

— Literal term matching

e Match queries and documents in an index term space

— Concept matching

e Match queries and documents in a latent semantic space

relevant ?
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IR Models: Literal Term Matching (1/2)

* Vector Space Model (VSM)

— Vector representations are used for queries and documents
— Each dimension is associated with a index term (TF-IDF

weighting)
— Cosine measure for guery-document relevance
sim(D;,Q) Y. )
) 5] ¢ d Dj
= cosine (@) = — —
D [x|Q]
LW xw; ®

\/Zu 1WIJ \/Zn 1W|Q

Q|

— VSM can be implemented with an inverted file structure for
efficient document search

v
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IR Models: Literal Term Matching (2/2)

 Hidden Markov Models (HMM) [R1]

— Also thought of as Language Modeling (LM) approaches

— Each document is a probabilistic generative model consisting of a set
of N-gram distributions for predicting the query

P(Q|Dj): [mlP(wl|Dj )+ m,P (wy|C )]

m| Plwio;) ~f[2[mlp(wi|DJ)+ m,P(w;|C )+ mSP(Wi|wi_1,DJ)+ m4p(wi|wi_1,c)]
Query S
Q = WyWy.. W;..W M3 p(WiIWH,Dj)
m4 P(wifwi_y.C)

— Models can be optimized by the expectation-maximization (EM) or
minimum classification error (MCE) training algorithms

— Such approaches do provide a potentially effective and theoretically
attractive probabilistic framework for studying IR problems

Sp 16



IR Models: Concept Matching (1/3)

o Latent Semantic Analysis (LSA) [R2]

— Start with a matrix describing the intra- and Inter-document
statistics between all terms and all documents

— Singular value decomposition (SVD) is then performed on the
matrix to project all term and document vectors onto a reduced
latent topical space

— Matching between gueries and documents can be carried out in

this topical space
D, D

kxk kxn
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IR Models: Concept Matching (2/3)

* Probabllistic Latent Semantic Analysis (PLSA) [R5, R6]

— An probabilistic framework for the above topical approach
D, D D; D

R(Q,Dj) =

mxk /% P(Tk|Q)2\/%P(Tk‘Dj)2
P(w;, D)= 3 P (wilTy )P(T P (D |74 )

— Relevance measure is not obtained directly from the frequency of a
respective query term occurring in a document, but has to do with
the frequency of the term and document in the latent topics

— A guery and a document thus may have a high relevance score
even if they do not share any terms in common

Sp 18




IR Models: Concept Matching (3/3)

 PLSA also can be viewed as an HMM model or a topical
mixture model (TMM)

A document model

Query
Q = WyWy..W;..W_

(Wi|Tk)P(Tk|Dj)}

— EXxpiicitly interpret the document as a mixture modei used to
predict the query, which can be easily related to the conventional
HMM modeling approaches widely studied in speech processing
community (topical distributions are tied among documents)

— Thus quite a few of theoretically attractive model training
algorithms can be applied in supervised or unsupervised
manners

Sp 19




IR Evaluations

« Experiments were conducted on TDT2/TDT3 spoken

document collections [R6]
— TDT?2 for parameter tuning/training, while TDT3 for evaluation
— E.g., mean average precision (mAP) tested on TDT3

VSM LSA TMM HMM PLSA
D 0.6505 0.6440 0.7870 0.7174 0.6882
SD 0.6216 0.6390 0.7852 0.7156 0.6688

TALIP2004; Interspeech2004, 2005

« HMM/PLSA/TMM are trained in a supervised manner

 Language modeling approaches (TMM/PLSA/HMM) are
evidenced with significantly better results than that of
conventional statistical approaches (VSM/LSA) in the
above spoken document retrieval (SDR) task

Sp 20



Spoken Document Summarization

Spoken document summarization (SDS), which aims to
generate a summary automatically for the spoken
documents, is the key for better speech understanding
and organization

Extractive vs. Abstractive Summarization

— Extractive summarization is to select a number of indicative
sentences or paragraphs from original document and sequence
them to form a summary

— Abstractive summarization is to rewrite a concise abstract that
can reflect the key concepts of the document

— Extractive summarization has gained much more attention in the
recent past
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SDS: Proposed Framework (1/2)

A Probabilistic Generative Framework for Sentence
Selection (Ranking)

— Maximum a posteriori (MAP) criterion

i P(Di[s )P (s)
arg gnax P(S|Di)_ arg gnax (D)

— arg max P(D;|s )P(S)
S

. ICASSP2006, ISCSLP2006, ICME 2007
Sentence Generative Model, P(D;|s) Icasspzo0s
— Each sentence of the document as a probabilistic generative
model
— Hidden Markov Model (HMM), Topical Mixture Model (TMM) and
Word Topical Mixture Model (WTMM) are initially investigated

Sentence Prior Distribution, p(Ss ) 'nterspeech2007, ASRU 2007

— The sentence prior distribution may have to do with sentence
duration/position, correctness of sentence boundary, confidence
score, prosodic information, etc. (information sources integrated by
Whole-Sentence Maximum Entropy Model)

Sp 22




SDS: Proposed Framework (2/2)

* A flowchart for our proposed framework
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SDS: Evaluation

* Preliminary tests on 200 radio broadcast news stories
collected in Taiwan (automatic transcripts with 14.17% character error rate)

— ROUGE-2 measure was used to evaluate the performance levels
of different models

VSM MMR LSA SIG HMM TMM WTMM | Random

10% | 0.2845 | 0.2875 | 0.2755 | 0.2760 | 0.2989 | 0.3043 0.3193 0.1122

20% | 0.3110 | 0.3218 | 0.2911 | 0.3190 | 0.3295 | 0.3345 0.3437 0.1263

30% | 0.3435 | 0.3493 | 0.3081 | 0.3491 | 0.3670 | 0.3688 0.3716 0.1834

50% | 0.4565 | 0.4668 | 0.4070 | 0.480

— Proposed models (HMM, TMM, WTMM) are consistently better
than the other models at lower summarization ratios

e HMM, TMM, WTMM are trained without any document-
summary relevance information (labeled data)




Spoken Document Organization (1/3)

 Each document is viewed as a TMM model to generate
itself

— Additional transitions between topical mixtures have to do with
the topological relationships between topical classes on a 2-D
map

A document model Dj

Two-dimensional

Tree Structure
) O%Manized Topics
- -
OO
OO
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Spoken Document Organization (2/3)

 Document models can be trained in an unsupervised way
by maximizing the total log-likelihood of the document

collection
Ly

> _%c(wi,Dj)log P(Wi‘Dj)
]=11=1

 Initial evaluation results (conducted on the TDT2 collection)

Model Iterations distg /dist i
TMM 10 1.9165
SOM 100 2.0604

— TMM-based approach is competitive to the conventional Self-

Organization Map (SOM) approach
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Spoken Document Organization (3/3)

« Each topical class can be labeled by words selected using
the following criterion

S S clw.o o)
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« An example map for international political news
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Prototype Systems Developed at NTNU (1/3)

e Spoken Document Retrieval
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Prototype Systems Developed at NTNU (2/3)

« Speech Retrieval and Browsing of Digital Archives
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Prototype Systems Developed at NTNU (3/3)

* Speech-based Driving/Trip Information Retrieval for ITS

INTERNET
IPv6/1Pv4

e () \Dice Gateway 6
e /4 Web Service
A / 1 ) .
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Speec_h_ Message Message @ Web Service
Recognition Mapping|  Multiplexer ‘
Module ¥ Web Service

X
g
C
— Web Service

All Messages Exchanged under SOAP Protocol

ICME 2007

— Projects supported by Taiwan Network Information Center (TWNIC)
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Conclusions and Future Work

 Multimedia information access using speech will be very
promising in the near future
— Speech is the key for multimedia understanding and organization
— Several task domains still remain challenging

e Spoken document retrieval (SDR) provides good
assistance for companies in

— Contact (Call)-center conservations: monitor agent conduct and
customer satisfaction, increase service efficiency

— Content-providing service such as MOD (Multimedia on Demand):

provide a better way to retrieve and browse descried program
contents
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Document Retrieval,” Pattern Recognition Letters, January 2006

B. Chen, "Voice Retrieval of Mandarin Broadcast News Speech," International Journal of
Pattern Recognition and Atrtificial Intelligence, February 2006.

B. Chen, Y.T. Chen, C.H. Chang, H.B. Chen, "Speech Retrieval of Mandarin Broadcast News
via Mobile Devices," Interspeech2005

T.H. Li, M.H. Lee, B. Chen, L.S. Lee, "Hierarchical Topic Organization and Visual
Presentation of Spoken Documents Using Probabilistic Latent Semantic Analysis (PLSA) for
Efficient Retrieval/Browsing Applications,“Interspeech2005

L.S. Lee and B. Chen, “Spoken Document Understanding and Organization,” IEEE Signal
Processing Magazine, September 2005

B. Chen, J.W. Kuo, Y.M. Huang, H.M. Wang, "Statistical Chinese Spoken Document
Retrieval Using Latent Topical Information,” Interspeech2004

B. Chen, H.M. Wang, L.S. Lee, “A Discriminative HMM/N-Gram-Based Retrieval Approach

for Mandarin Spoken Documents,” ACM Transactions on Asian Language Information
Processing, June 2004

H. Meng, B. Chen, S. Khudanpur, G.A. Levow, W.K. Lo, D. Oard, P. Schone, K. Tang, H.M.
Wang, J. Wang, “Mandarin—English Information (MEI): Investigating Translingual Speech
Retrieval,” Computer Speech and Language, April 2004
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Representative Publications (5/5)

« Spoken Document Navigation, Retrieval and Organization (cont.)

B. Chen, H.M. Wang, L.S. Lee, "Discriminating Capabilities of Syllable-Based Features and
Approaches of Utilizing Them for Voice Retrieval of Speech Information In Mandarin Chinese",
IEEE Transactions on Speech and Audio Processing, July 2002

B. Chen, Y.T. Chen, C.H. Chang, H.B. Chen, "Speech Retrieval of Mandarin Broadcast News
C.J. Wang, B. Chen, and L.S. Lee, "Improved Chinese Spoken Document Retrieval with
Hybrid Modeling and Data-driven Indexing Features," Interspeech2002

H. Meng, W.K. Lo, B. Chen, K. Tang, "Generating Phonetic Cognates to Handle Named
Entities in English-Chinese Cross-Language Spoken Document Retrieval,” ASRU2001

B. Chen, H.M. Wang, L.S. Lee, " Improved Spoken Document Retrieval by Exploring Extra
Acoustic and Linguistic Cues," Interspeech2001

B. Chen, H.M. Wang, and L.S. Lee, "An HMM/N-gram-based Linguistic Processing Approach
for Mandarin Spoken Document Retrieval,” Interspeech2001

B. Chen, H.M. Wang, L.S. Lee, " Retrieval Of Broadcast News Speech in Mandarin Chinese
Collected In Taiwan Using Syllable-Level Statistical Characteristics,“ICASSP2000

B. Chen, H.M. Wang, L.S. Lee, " Retrieval of Mandarin Broadcast News Using Spoken
Queries," Interspeech2000
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The Informedia System at CMU

* Video Analysis and Content Extraction (VACE)

}:' Metadata Extraction

o Informedia-I
Integrated speech, irmage & language understanding for creating digital video libraries

Informedia-II
Video information surnmarization 2 visualization
International Collaboration: Europe

&
European chronicles online for sustaining cultural heritage
" YALE
!F Video analysziz and cortent extraction for defenze intelligence

A MEDL
Structuring education pathw avs through digital video libraries

CCRHE
= Capturing, coordinating & rermernbering human experience
lE&] careMedia - Automated video

e ; SE
L% and sensor analysiz for geriatric care

(2003 2004 2005 | 200 | 2007 ||

(/7] ¥ACE-II: EMVIE: Extenzible news video

¥IR
g informnation exploitation

VACE

1998

Collage IE“ —
Templates @' .

ﬁ AQUAINT Phase I
Question answering from errarful multimedia strearms

Experience on Demand
Capturing, integrating & cormmrnunicating experiences across people, time & space

Intermational Collaboration: East-West
Crigital library collabaration with Chinese University of Hong Kong

/

|
{ -
ﬁ Multilingual Informedia
el Yideo search & surmrmarizationon cn dernand fro-n English & foreign redia sources
Tech Spinoff: Grand Illusion Studios [(developed in part from Informedia technology
Creztor of interactive audicfvideo irkerview techrology [syrtehtic irterviews)

Tech Spinoff: MediaSite [core technology derived from Inforredia)
Developer of softw are, systerns & services to create searchable video % audio rmedia sites
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AT&T SCAN System

« SCAN: Speech Content Based Audio Navigator (1999)

File Search Scan

QUERY: What is the status of the trade deficit with Japan? SEARCH | CLEAR |

RESLILTS — "What is the status of the trade deficil with Japan™
RAHK PROGRAN DATE STORY  SCORE LENGTH

MNPR Al Things Censidered 05131
KPR All Things Considered

MPR/PRI Marketplace

ABC World News Now

MPR All Things Coensidered

NPR All Things Considered

MNPR/PRI Marketplace

CHHM Headline Mews

HNPR/PRI Marketplace

MNPRfPRI Marketplace

1563 27 .60

LE o

Design and evaluate user
interfaces to support retrieval
from speech archives

[=J0 -V LD R e B
-

mﬁmww.nm.h

T e R L (T [

Prev Doc Next Doc |

OVERVIEW — NFPR Al Things Constidered 0510 | 3
deficit
status
japan

trade 'I.' il

ASR TRANSCRIPTS — NPR Al Things Considered  05/1I0

"expanding defense cooperation span is a part of our pacific democracy defense program will strengthen are lines and
serve on mutual interest that while president clinton is earth credit for renewing inspecting those ties on his recent trip
the administration”s amateurs and in a factory posturing on trade disputes”™

“buster and those ties and assess state of the president’s recent atempt of damage control in nineteen ninety four that
lead administration for both a trade war and lost and then declared victory even though present but received nothing the
elinton a station shows funk war dead and then sontradictory tactics”

“did not work for the force camp and saving deregulation competition and economic reform the result
has been an increase in both the bilateral trade deficit and Japanese trade nationalism the merchandise
trade that has no sacred is anthony here no but i do not agree with president clinton’s decision"

"the normal eyes relations with vietnam until they could could have and should receive more returned from vietnam the
decision has been made the case is not closed there are many outstanding issues in our relationship with vietnam was
shared economic and other enters can only be realized”

"after the outcome achieved fullest possible accounting for a missing servicemen and vietnam must understand that
further progress on the field ofthe a. m. i. a. issue remain are biased bilateral priority now it is simply that i think we all
saw to be very forthright flat out but | have fun™

“that out neo from about are commercial relations with china was incredible is right the nineteen ninety four when a
funnv decided extension of most favered nation status was the bestwav to promote are lona term interest in china

Selection Length: [139. 1699 seconds Stop Audio |
| Arar ATET Labs Regearch |

i
i
i
£
§
i
I
|
§
i
i
i
i
|
i
i
i
§
&
i
i
i
§
§
§
£
§
i
§
§
g
£
i
i
§
i
g
£
I3
i
i
i
i
i
i
|
i
i
i
i
i
i
H
1
i
§
g
i
§

40



BBN Rough’n’Ready System (1/2)

« Distinguished Architecture for Audio Indexing and
Retrieval (2002

77T e ey
1 '

5 Audio
TITTTENRS JISTIRRCER | | Compressor

WAN
LAN
or Local bus

| |Segmentation| :

Speech ;
Reco%nltlon ;

g Ty
| IR Index
~ Server

' Clustering
| ¥
i Speaker ||
| Identification | |

i |
Name i : Story MS SQL SGNEI‘E

Spotting || L Indexin :
v g i ’ Metadata |

! |Classification | |

Information
Retrieval

2
; Story Database
| |[Segmentation| | Uploader




BBN Rough’n’Ready System (2/2)

Automatic Structural Summarization for Broadcast News

Figure 1. Elements of the automatic structural summarization

produced by Rough’n’Ready.

Q%H Rouﬁﬁ. - Rc;:dxf :

ill s a strategy to pressure on eouncul makmg deals and it's known Foreign relations with the -
each day in Southern California latest danger from hell. Hnttad Statas ;

= b, % Inspections
From ABC news World headquarters in MNMew York january thirty |
first nineteen ninety ... this is world news tonight saturday here’'s United Nations :
~tizabeth Var JAS . !
firaq

Good evening and defense secretary m Cohen said today

at a military strike against a rock would be quote substantial in
size and lmpaet but Cohen stressad that the strike would not be
able to remove S ol LTE » from power or eliminate his
deadly arsenal Ihe defense secrelary also had s!rong wnrds today
or the United Nations Security Council ABC's John Mowelthy
reports.

Politics and government

|With more american firepower being considered for the Persian
|Guli defense secretary (ol today issued by are the
administration’s toughest criticism of the UN security council
without mentioning Russia or China buying named Colven took
dead aim at their reluctance to get tough with lraqg.

dam's actions and that of members of the Security
© |Council cannot bring themselves to to clear that this is a

ndamental or material breach ... of old conduct on his part | think
it challenges the credibility of Security Council. 4




SpeechBot Audio/Video Search System at HP Labs

* An experimental web-based tool from HP Labs that used
voice-recognition to create seachable keyword
transcripts from thousands of hours of audio content

3 HP SpeechBot - search results for "Irag” - Microsoft Intemet Explorer. MW=
j =t #
R[] L s o . 2y ) p—
L = ¢ T &) | 6« 1=
Qt7-Q K EG Pus Jromsz @re @ 2 L5 )
L] |@ http:epeechbot resarch compen comty=lrag Stopic="*fd =+ V| f2E  EE
Norton Anti¥ins o ~
UNITED STATES A
I » hp home » products & services » support & drivers » solutions » how fo buy
search: »
» contact hp | |.
* hplabs site © all ofhp US
[ﬁ] printable version
ﬂ tat New Search
invent
» hp labs Simple Search Power Search Help » FAQ » About SpeschBot » Fesdback
» research = B
B TR All Topics v BECEE All dates v
» news and events
#technical reports Tip: To improve the relevance of your results, enter more than ome word in the "Search for” box
» about hp labs
N Careersp@ hp labs Search Result: 200 matches for your query Sort results by
» people
» worldwide sites Website Date Extract from Transcript
» cambridge research lab (Transcriptz based on spesch recognition are not exact)
!) PES Online Jan 27, 2003 ...was of 1 mind in creating a last opportunity for peaceful
» downloads NewsHour dizarmament in iraq through inspection unmovic shares the sense of
PLAY urgency felt by...
extract
» contact hp labs : S
\’) PES Online Feb 5, 2003 ...progrezs towards what end leng ago the =ecurity council thiz
PLAY NewsHour council required iraq to halt all nuclear activities...
vtrart Show me more v
- 4 & © AR




NTT Speech Communication Technology
for Contact Centers

Automatic document-retrieval by speech recognition

CUStOT?r Screen shot of CSR terminal

My printer won't prini—
it's causing me a lot of

trouble! LR
BHEFE-T-F BEER
ENR ' =
_TJ-’/? [ g
A D Pl AL - A DI TFE
% T el L R 41 )
*£T BE HIRFITO-HEE - MHENMIHHTL ES

( ) + OIE B H—F 20— LIDETRE

‘20— )L B0l FET

CSR | see, printer trouble. » T
Is the “service call” / - : '
message displayed?
'k ’ Document in answer to topic is

@:D automatically retrieved. |
One-touch < % |s .

=>—— document browsing sTUT

Here is the answer in I _a® | A
the case of service call
no. xx.

— CSR: Customer Service Representative




Google Voice Local Search

CO ( )g‘e Google Voice Local Search

GOOG-41

Home

About the service

FAC
Cheat Sheet

Terms of Service

Frivacy Policy

User Group
cend Feedback

Welcome to Google Voice Local Search

Google Woice Local Search is Google” s experimental service to make local-business search
accessible over the phone.

To try this service, just dial 1800-G0O0G411 {1800466-4411) from any phone.
lIsing this service, you can:

e search for a local business by name or categary.
You can say "Giovanni's Pizzeria” ar just "pizza"

s et connected to the business, free of charge.

s get the details by SRS if you™ re using a mobile phone.
Just say "text message”.

And it's free. Google doesn™ t charge you a thing for the call or far connecting you to the
business. Regular phone charges may apply, based an your telephone service pravider.

Mote: Google Woice Local Search is still in its experimental stage. It may not be available at all

tirmes and may not work for all users. We™ re fine-tuning the service to get better at recognizing
your requests. It7 s currently only available in English, in the US| far US business listings.

C2007 Google - Home - About Google
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Theoretical Roots of Histogram Equalization (HEQ)

U293dg souaiajey

J0 4dD

« HEQ is a general non-parametric method to make the
cumulative distribution function (CDF) of some given
data match a reference one

— E.g., Equalizing the CDF of test speech to that of training
(reference) speech

Transforma’zio)n Crest (X) = ﬁw Prest (X')dX'
Function F(x
X o) dEHYY)
= Iig ) Prest (F 1(y )) q gy ) dy
____________________ y
= J._yoo Prrain (yl)dy'ly:F(x)

= CTrain (y)

1.0

CTrain (y )

9 X ,where F(x) isa transformation function
I wn
1 — T
C rest (X) ___________ Do
'8 —h
@D
4 =
104 =
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Polynomial-Fit Histogram Equalization (PHEQ)

 We propose to use least squares regression for the fitting
of the inverse function of CDFs of training speech

— For each speech feature vector dimension of the training data, a
polynomial function can be expressed as follows, given a pair of
y; and corresponding CDF Cqy.in (Vi)

G (CTraln ( )) Z a (CTraln ( ))m

— The corresponding squares error

N

=3y, San Cranl) |

1=1

— Coefficients ay, can be estimated by minimizing the squares error []

S'P a7




PHEQ: Evaluation

The speech recognition experiments were conducted under
various noise conditions using the Aurora-2 database and

task Interspeech 2006, 2007; ICME 2007; ASRU 2007

Clean-Condition Training Multi-Condition Training
TestA TestB TestC | Average | TestA Test B Test C | Average

ETSI 38.69 44.25 28.76 38.93 10.64 10.76 12.85 11.13
MFCC+CMVN 20.21 19.84 21.13 20.24 12.18 11.23 13.21 12.01
CMVN-TA 16.63 14.92 17.90 16.20 8.86 8.82 9.69 9.01
THEQ 18.13 16.41 19.51 17.71 11.97 11.47 13.44 12.06
GHEQ 17.69 15.59 18.70 17.05 9.00 8.73 9.60 9.01
QHEQ 23.74 21.73 23.11 22.81 8.91 10.03 11.75 9.93
SPLICE(1024) 17.03 17.12 26.90 19.04 -- - - --

PHEO 15.91 14.43 16.80 15.49 9.23 8.89 10.38 9.32
PHEQ-TA 14.29 13.75 15.20 14.25 8.72 8.64 9.21 8.78
CPHEQ(1024) 13.07 12.24 17.90 13.70 -- -- -- -

— Proposed PHEQ and CPHEQ provides significant performance boosts -

Ip
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Noisy Speech

Statistical Distribution Feature Domain
Feature Normalization / l \
Feature Transformation Feature Compensation Feature Reconstruction

Cepstral Mean Normalization
[Furui 1981]

I Principle Component Analysis Codeword Dependent Missing Feature
v Linear Discriminant Analysis Cepstral Normalization \  Cluster-based
[Duda et al. 1973] [Acero 1990] "~ [Raj et al. 2004]

Cepstral Mean/Variance Normalization \ . !
[Vikki et al. 1998] ] v - - Covariance-based
, [Raj et al. 2004]

’ \ v Probabilistic Optimum Filtering ~ Stochastic Matching

» ¢ Heteroscedastic Linear Discriminant Analysis [Neumeyer et al. 1994] [Sankar et al. 1994]
High Order Cepstral Histogram Equalization [Kumar 1997] i !
Mor|n_|ent Ntorlmzacl)l(z)gtlon [Molau 2003; Kernel Linear Discriminant Analysis v

[Hsu etal. I Torre etal. 2005] [Mika 1999] Stereo-based Piecewise Maximum Likelihood
! Linear Compensation Stochastic Vector Mapping

\ Heteroscedastic Discriminant Analysis [Deng et al. 2000] [Wu et al. 2005]
Quantile-based [Saon et al. 2000] Thel |
Histogram Equalization S v

[Hilger et al. 2006] Discriminative Stochastic Vector Mapping

1 Maximum Mutual Information
T [Droppo et al. 2005]
:
!

Minimum Classification Error

-- [Wu et al. 2006] -



Word Topical Mixture Model (1/4)

* In this research, each word of language are treated as a
word topical mixture model (WTMM) for predicting the
occurrences of other words icasse 2007

(W|M ) ZK:P(Wi|Tk)P(Tk|MWj)

k=1

« WTMM in LM Adaptation

— Each history consists of words
— History model is treated as a composite word TMM
— The history model of a decoded word can be dynamically
constructed
i-1 K
P(w, [H,, )= Za P(w, M, ) S a, S P(w |T, P(T, IMW,.)
j= k=1

:gp(wi |Tk)§;ajP(Tk M, ):ip(wi |Tk)F>'(Tk | MHWJ_)

k=1
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Word Topical Mixture Model (2/4)

« EXxploration of Training Exemplars

— Collect the words within a context window around each
occurrence of word in the training corpus

— Concatenate them to form the relevant observations for training
the word TMM

— Maximize the sum of log-likelihoods of WTMM models
generating their corresponding training exemplars

logL, = Zlog P( ) > Zn(Wn,ij Jiog P{w, | ij)

EQTralnSet Qu Wj €Q7vainset W eQWj
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Word Topical Mixture Model (3/4)

* Recognition using WTMM models

— A simple linear combination of WTMM models of the words
occurring in the search history

A composite word TMM model for the
search history H, =w,w,,....w

A decoded word

Wi

— Weights are empirically set to be exponentially decayed as the
words in the history are apart from current decoded word
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Word Topical Mixture Model (4/4)

« Experiments: Comparison of WTMM, PLSALM, TBLM

650
630
610
590
570
550
530
510
490
470
450

PP

O B WTMM
B e @ PLSA
i O TBLM_MI
O TBLM_TFIDF
— \1j —
@;
L — — A5
S |
19176
510.26 507.13 191697 955
499,

16 topics/50K pairs 32 topics/80Kpairs 64 topics/400K pairs128 topics/900K pairs

20.8
20.6
20.4
20.2
20.0
19.8
19.6
19.4

10 9
139.4

19.0

CER(%)

= WTMM performs slightly better than PLSALM and TBLM in CER
measure

= TBLM trained with Ml score performs better in PP (perplexity)
measure
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SDS: Other Approaches (1/4)

* Vector Space Model (VSM)  .Gong, SIGIR 2001

— Vector representations of sentences and the document to be
summarized using statistical weighting such as TF-IDF

— Sentences are ranked based on their proximity to the document

— To summarize more important and different concepts in a
document

e The terms occurring in the sentence with the highest
D, relevance score Sim(S,,D,) are removed from the document

« The document vector is then reconstructed and the ranking of
the rest of the sentences is performed accordingly

@ Ay

e Or, using the Maximum Marginal Relevance (MMR) model

NextSen = max [4-Sim(S,,D,)-(@-4)Sim(S,, Summ )]

— Summ : the set of already selected sentences -
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SDS: Other Approaches (2/4)

e Latent Semantic Analysis (LSA) v.Gong, SIGIR 2001
— Construct a “term-sentence” matrix for a given document
— Perform SVD on the “term-sentence” matrix

 The right singular vectors with larger singular values
represent the dimensions of the more important latent
semantic concepts in the document

* Represent each sentence of a document as a vector in the
latent semantic space

— Sentences with the largest index (element) values in each of the
top L right smgular vectors are included in the summary (LSA-1)

S, S,S,

S; S, S;

O

-IVir

)y

Vt

Hirohata et al., ICASSP2005

Sentences also can be selected based on

their norms (LSA-2):

Score (S, )=

> (o
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SDS: Other Approaches (3/4)

» Sentence Significance Score (SenSig)

— Sentences are ranked based on their significance which, for
example, is defined by the average importance scores of words
in the sentence

SenSig (S )= = isl 1 (w,)

Ns n=1

l(w, )= f, -icf = f, -log E—C

W

similar to TF-IDF weighting
S. Furui et al., IEEE SAP 12(4), 2004

— Other features such as word confidence, linguistic score, or
prosodic information also can be further integrated into this
method
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SDS: Other Approaches (4/4)

Sentence selection is formulated as a binary
classification problem
— A sentence can either be included in a summary or not

A bulk of classification-based methods using statistical
features also have been developed

— Gaussian mixture models (GMM)

— Bayesian network classifier (BN)

— Support vector machine (SVM)

— Logistic Regression (LR)

However, the above methods need a set of training
documents together with their corresponding handcrafted
summaries (or labeled data) for training the classifiers

57



